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5.1 INTRODUCTION

With new Earth-observing sensors in orbit and geographic information technology
(GIT). Earth scientists have access to data and technology that can be used to assess
mountain landscapes and system dynamics (Mather, 1992; Goward and Williams,
1997; Bishop et al., 1998b). Spatial analysis and modeling capabilities of geographic
information systems (GISs) now enable scientists to study surface processes,
feedback mechanisms, and landform-forcing factors at a variety of scales (Mont-
gomery, 1994; Price and Heywood. 1994; Walsh et al., 1997: Bishop et al.. 1998b:
Bishop and Shroder, 2000; Finlayson and Montgomery, 2003). Consequently,
geoscience and environmental investigations are increasingly utilizing satellite
imagery. digital elevation models (DEMs). and spatial analysis and modeling tech-
niques to study the spatial and temporal scale dependencies of surface processes and
resources in mountains (Price and Heywood. 1994).

The availability of new data and technology. however. does not directly translate
into accurate information for characterizing and understanding surface processes,
environmental change, and mountain geodynamics. Information extraction from
satellite imagery and spatial data sets is a complex problem (e.g.. Danson et al..
1995). Although a few biophysical properties of the landscape can be directly or
indirectly obtained from remotely sensed data (i.e., altitude. albedo. surface tem-
perature, leaf area index), information extraction requires an understanding of
radiation transfer processes as well as information science and technology
solutions for characterizing and integrating spectral, spatial, and contextual infor-
mation into application models.

A significant obstacle to studying mountain systems is quantitative characteriza-
tion of the 3-D properties of the landscape and assessment of 3-D spatial and
temporal relationships. From a remote-sensing perspective, topographic character-
ization is essential. because topography creates the problem of anisotropic
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reflectance. Numerous environmental factors, such as the ¢1Lmox‘phuL topography.
and land cover. control surface irradiance and upward radiance. Other factors. such
as solar and sensor geometry, must also be taken into consideration. such that the
magnitude of surface-upwelling radiance varies in all directions {anisotropic reflec-
tance). Consequently. satellite imagery must be rad tometrically calibrated to account
for these factors so that variations in image radiance are representative of the
biophysical variations of the landscape.

From an applications perspective, numerous investigators have used and studied
the eflicacy of remote sensing and GIT for improving our understanding of
mountain systems (e.g.. Isacks. 1992: Burbank et al.. 1996: Brozovik et al.. 1997,
Bishop et al., 1998b. 2002). Although much progress has occurred in the areas of
land cover mapping and b(mn topographic analysis, much greater progress is
required in terrain analysis, landform mapping, and geomorphological

assessment
and [HIOLn\\ modeling (Millington et al.. 1995; Bishop and Shroder, 2000- Bishop et

al.. 2001, 2002). In general. the constraints have been lack of data. sensor character-
ix‘tics (e, spatial and spectral resolution). and processing paradigms that are inap-

wommu for some problems and applications (e.g.. per pixel image analysis and GIS
arid cell analysis). New high-resolution imagery and DEMs. coupled with new
developments in object-oriented mode ling and analysis. artificial intelligence. geo-
statistics. spatial modeling, and 3-D analysis, O”r.l new opportunities for assessing
erosion (Bishop et al.. 1995; Bishop and Shroder. 2000: Finlayson and Montgomery,
2003). landform mapping (Dikau. 1989: Brabyn. 1997: Blaszezynski, 1997). alpine
glacier assessment (Aniva et al.. 1996). snowmelt modeling (Bernhard and Weibel,
1999), and predicting environmental change caused by climate forcing
1994). These opportunities. however, can only be realized if Earth
address a variety of multidisciplinary issues.
The purpose of this chapter is to demonstrate the complexity of cffectively
Lmlmnﬂ satellite imagery to study mountains and to address technical and some
\pplication issues. We restrict our treatment of remote sensing to the solar reflective
(!'J.' -3.0um) and thermal emission (3.0 -14.0 um) portions of the electromagnetic
spectrum. although microwave and LIDAR (light detection and 1 ranging) remote
sensing are making significant contributions to DEM generation and to enabling
other biophysical characteristics to be assessed and estimated for studying mountain
landscapes (i.e.. surface roughness. moisture content. canopy characteristics). We
provide the background necessary for understanding the environmental infor
content in satellite imagery and address the problems associated with using imagery
in rugged terrain. Technology-based solutions for radiometric calibration and
anisotropic-reflectance correction are presented and discussed in the context of
current research. Finally, we present an overview of mountain applications,
provide specific examples. and discuss future research directions.

Halpin,
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5.2 MISSIONS AND IMAGERY

A relatively short history exists for the utilization of images from space for
geoscience studies. More than 150 investigations were funded by NASA in the
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first 14 years of the Landsat program to evaluate and define the use of satellite
imagery, primarily for geological applications. Comparable studies were undertaken
using photography from such sources as the Gemini, Apollo, Skyvlah, and Shuttle
Orbiter missions. These investigations focused on reconnaissance-level mapping.
recognition of stratigraphic facies. rock-type discrimination, mapping of fractures
and lineaments, the search for surficial indications of subsurface structure. detection
of zones of hydrothermal alteration, analysis ol regional tectonics, assessment of
geologic hazards. and environmental geology (Short and Blair, 1986).

[n contrast to aerial photographs, the primary advantage recognized for utilizing
images from space was the synoptic or broad-area coverage that was possible,
enabling entire mountain systems to be studied. The impact of multiple geomorphic
processes operating over wide areas could be investigated from this perspective.
Most studies, however, were primarily observational and descriptive in nature
(Short et al., 1976; Short and Blair, 1986; Williams and Ferrigno, 1989).

The Commiittee on Earth Observation Satellites (CEOS) estimates that 40 Earth
observation missions have been launched since 1984, and 50 more are planned in the
next 15 years. In addition, several systems are planned for launch by the commercial
sector. With the suite of current and planned satellite sensors in orbit, terabytes of
data depicting the Earth’s surface will become available on a daily basis. A variety of
applications will benefit from the wealth of data acquired from these sensors.
including geomorphic studies in mountain environments. These sensors have been
developed through the efforts and often collaboration of a number of countries, and
represent a wide range of spectral and spatial resolutions. Examples of some of the
satellites and sensors are described in Table 5.1.

The Landsat program is the longest running, remote-sensing program from
space, accounting for over 29 years of data collection. The Landsat series began
with the launch of the Earth Resources Technology Satellite (ERTS-7) in 1972,
Recently, Landsar 4 and 5 have been decommissioned due to the high cost of
operation. Landsar 6 failed to achieve orbit in 1993, Landsat 7 was launched on
15 April 1999. Landsar 7 includes the Enhanced Thematic Mapper (ETM) instru-
ment. Innovations on the ETM include a panchromatic band with 15m spatial
resolution and a thermal infrared channel with 60 m resolution. Recent geomorphic
applications in mountain environments reflect the topical trend of early studies—for
example. the mapping of glaciers and the spatial distribution of snow and its char-
acteristics (e.g.. Allen, 1998:; Cline et al., 1998; Fily et al., 1999), mapping volcanic
surfaces and natural hazards (Flynn et al., 2001), reconstruction of glacial terrains
(Smith et al., 2000), and mapping alluvial geomorphic features (Beratan and
Anderson, 1998).

The SPOT (Satellite Pour ['Observation de la Terre) program. with over 7.5
million archived images, represents another important source of remotely sensed
data for Earth surface observations. Through the cooperation of the French Space
Agency CNES (Centre National d Etudes Spatiales) and Belgium and Sweden, the
SPOT Image Corporation was created in 1982 as the first commercial company
established to distribute remotely sensed data. The system consists of three satellites
that are currently transmitting data. SPOT 2, 3, and 4. SPOT 2 and 3 carry two
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high-resolution visible (HRV) sensors and SPOT 4 carries two high-resolution,
visible infrared (HRV-IR) sensors. The HRV and HRV-IR sensors are pointable
(up to 27" off-nadir) which enables the acquisition of stercoscopic imagery and the
capability of developing DEMs. The planned SPOT 5 sensor, the high-resolution
geometry (HRG). will provide higher ground resolution in both the panchromatic
(2.5m and 5m) and multispectral modes (10m). SPOT imagery has been used for
snow cover mapping and the assessment ol hydrologic units (Haefner et al., 1997)
and lor geologic mapping (Saintot et al., 1999; Sung and Chang, 2000).

The flagship satellite for NASA's Earth Observation System (EQS) program is
Terra. The Terra satellite, originally known as EOS AM-1, was successfully launched
in December 1999. One of the primary science objectives of the Terra program is 1o
study the changing global land surface. Three of the sensors on Terra are of par-
ticular interest to geoscientists. The first is the advanced spaceborne thermal
emission and reflection (ASTER) radiometer instrument, which obtains high-
resolution 1mages (15-90m) at 14 different wavelengths, The ASTER data will be
used to map surface temperature, reflectance, emissivity, and altitude and will
provide high spatial resolution data to be compared with the coarser resolution
data obtained by other Terra sensors. The multiangle imaging spectroradiometer
(MISR) acquires reflectance values in three visible and one near-infrared band at
a resolution of 275m. A unique characteristic of the MISR sensor 1s that it acquires
data from cameras pointed in nine directions, which is designed to enable study of
the scattering of sunlight in different directions under natural conditions, and
improve the characterization of clouds, aerosol particles. and land cover. The
moderate resolution spectroradiometer (MODIS) collects data for 36 spectral
bands at spatial resolutions from 250 to 1,000 m and will view the entire surface
ol the Earth every 1-2 days. MODIS will be used to make observations of land
surface cover, primary productivity, land and ocean surface temperature, acrosols,
water vapor, clouds. temperature profiles, and fires.

The fkonos satellite. launched in September of 1999 by Space Imaging Inc., is the
first of a new generation of high-resolution commercial satellites. The imagery will
complement the broad-area coverage of lower resolution satellite data and very high-
resolution aerial imagery. fhonos utilizes a pushbroom imaging system that provides
images at 1 m (panchromatic) and 4 m (multispectral) resolutions. Accuracy require-
ments for medium-secale topographic mapping (1: 10,000 1:24.000) can be met using
1 m resolution imagery.

Other countries have launched additional series of satellites, notably in Europe,
and by India, Russia. and Japan. The Indian Remote Sensing (IRS) satellite program
has four satellites in orbit, at the time of writing. This program was developed to
provide the capability for groundwater exploration, surface water inventory, and
land use, forest, and flood mapping. Perhaps the most widely available data is
obtained from the /RS-1C and [RS-1D sensors launched in 1995 and 1997, respec-
tively. These sensors provide Sm panchromatic data and 25 m multispectral data.
Snow studies and geological mapping for identifying mineral sites are two of the
primary applications for data obtained from the TRS-P3 satellite, launched in 1996.
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The anticipated launch of JRS-F5. designed for cartographic mapping purposes. will
provide high-resolution panchromatic imagery at 2.5m resolution.

In general. the nature of remote-sensing investigations have not significantly
evolved from the early qualitative studies. despite the tremendous volume ol new
data and improved quality. This is slowly changing as geoscientists now have new
models and tools for image calibration and biophysical information extraction.

5.3 RADIATION TRANSFER

Extracting accurate information from satellite imagery in mountainous terrain is
problematic (Hugli and Frei, 1983). Numerous factors other than the biophysical
characteristics of the landscape influence the magnitude of incoming and reflected
radiation. Consequently. satellite imagery must be radiometrically calibrated to
account for atmospheric, topographic, and landscape effects.

Addressing the problems ol anisotropic reflectance requires an understanding of
radiation transter processes. Topography plays a significant role, although its
influence has not been accurately characterized (Smith et al.. 1980: Hugli and Frei,
1983: Proy et al., 1989),

The magnitude of exoatmospheric irradiance (£Y) at the top of the Earth's
atmosphere 1s a function of the spectral exitance of the sun (3/,) and the distance
between the Earth and the Sun. The total spectral irradiance at the Earth surface
(L)) 15 a composite of three components such that;

E,=EN+E¢+ E (5.1)

where £ is the direct/beam irradiance component. £ is the diffuse-skylight irra-
diance component. and £ is the adjacent-terrain irradiance component.

5.3.1 Direct solar irradiance

The atmosphere attenuates direct irradiance primarily by gaseous absorption and
molecular and aerosol scattering (Chavez. 1996). These atmospheric processes are
wavclength-dependent and spatially controlled by the constituents and properties of
the atmosphere. Therefore, atmospheric transmission (7)) is a function of the
total optical depth of the atmosphere. such that for a horizontal surface.
Eh = Ef\"r'\. The optical depth ef the atmosphere is spatially variable depending
on the hypsometry of the landscape (i.e.. altitude-area distribution). In many
mountain ranges, extreme relief dictates significant changes in 7} over relatively
short horizontal distances.

It is necessary to account for local illumination conditions that vary as a
function of solar geometry and local topographic parameters. Local topographic
conditions are accounted for by calculating the incidence angle of illumination (/)
between the Sun and the vector normal to the ground. such that:

cosi = cosfl cos(7,) + s b sin g cos(a, — )
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Figure 5.1. SPOT 2 HRV panchromatic image of Nanga Parbat in northern Pakistan. Image
acquisition date is 31 October 1991 at 06:05:08 UMT, with #, and &, values of 50.2° and
167.57. respectively. Direct irradiance variations (cast shadows) make it difficult to use the
imagery for mapping or biophysical applications. Image width is approximately 40km and
north is toward the top of the page.

where 0, is the solar zenith angle, ¢, is the solar azimuth angle, 3, is the slope angle of
the terrain, and @, 18 the slope—aspect angle of the terrain.

Calculation of cos/ is possible with the use of a DEM. and cos/ values can be
< 0.0, indicating no direct irradiance due to the orientation of the topography. The
surrounding topographic relief is not accounted for by equation (5.2), and the
altitude distribution in the direction of @, must be considered to determine
whether a pixel is in shadow (S). Satellite imagery acquired in rugged terrain with
relatively high, solar zenith angles exhibit cast shadows (Figure 5.1). This can be
addressed by ray tracing, shadow detection, and shadow interpolation algorithms
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Figure 5.2. The spatial distribution of simulated direct irradiance (£7) over the Nanga Parbat
Massil' (2.150km=) in the near-infrared region of the spectrum (0.79 0.89 wm). Local

topographic variations (slope and slope aspect) are primarily responsible for irradiance
variation. Lighter grey tones represent higher direct irradiance. The image  size s
~40 = S0km. and north is toward the top of the page.

that alter cosi values appropriately (Dozier et al., 1981; Rossi et al.. 1994: Giles.
2001). The lecal topography and cast shadows increase the global variance in
satellite images. with a decrease in spectral variance associated with shadowed
areas. The direct irradiance component can be defined us:

— N P i
By =R Xens 48 (5.3)

and can be highly variable over the landscape (Figure 5.2).

5.3.2 Diffuse skylight irradiance

Atmospheric scattering will produce a hemispherical source of irradiance (E%:
Figure 5.3). This source is composed of a direct dow nward-skylight component
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Figure 5.3. The spatial distribution of simulated diffuse-skylight irradiance (E¥) over the
Nanga Parbat Massif (2.150km”) in the near-infrared region of the spectrum (0.79-
0.89 um). Mesoscale topographic shielding causes irradiance variations. such that the large
Indus Valley (upper northwestern portion of the image) exhibits relatively high E< values due
to reduced shielding and flat topography. Basin ridge tops also receive more diffuse irradiance
than valley walls. Lighter grey tones represent higher diffuse irradiance. The image size is
~40 3 50 km, and north is toward the top of the page.

and a diffuse component caused by multiple interactions between the ground surface
and the atmosphere (Igbal, 1983; Proy et al., 1989). It is represented as:
2n pEf2

El = J J - L(#.8,. 0, cosisinfdido {
f

Jo=l) JA=0

N

4)

where L is the downward radiance at the bottom of the atmosphere and #, and o,

represent the atmospheric zenith and azimuth direction angles, respectively.
Investigators have attempted to estimate £Y based on the simple relationship

E¢=E", where Lf\ is the diffuse iwrradiance for a horizontal surface and g
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represents a parameter that takes into consideration the local slope of the terrain
(Temps and Coulson. 1977). Hemispherical shielding of the topography must be
considered. however. as a significant part of the hemisphere can be masked by
topography. Consequently. only a solid angle of the sky will contribute to EY. and
this angle will change as a function of pixel location and direction. In general. the
solid angle will increase with altitude. In mountain environments exhibiting extreme
reliel and deep valleys, topographic shielding of the solar diftuse irradiance can be
significant (Proy et al., 1989).

5.3.3 Adjacent terrain irradiance

The irradiance components £7 and f;'[( interact with the terrain to represent an
adjacent-terrain irradiance component (£4) which is a function of topography and
land cover.

A first-order approximation to this irradiance component has been formulated
by Proy et al. (1989) which assumes that surface radiance is Lambertian (magnitude
of reflectance is equal in all directions). 1t is possible to estimate the radiance received
atany pixel by accounting for the geometry between two pixels (p, and p») such that:

[ A4
Li» =cost| Lycosth| — {
) - Ldn

where L, represents the radiance received at p; from the luminance of p1( L), 8, and
fly are the angles between the normal to the terrain and the direct line of sight from p,
to pa. A is the area of pixel py. and o), represents the distance between p; and ps.

With this equation we can estimate £\ for any pixel by summing all of the pixels
whose slopes are oriented toward a pixel of interest and where the line of sight is not
blocked by topography. Therefore:

[
wn

00 diy.

E'\ :ZZ/ (5.6)

=0} =]

where o represents the azimuth angle to account for the adjacent terrain, and i
represents the distance from py in the direction of o. Extreme local relief areas can
exhibit a strong adjacent-terrain irradiance component (Figure 5.4).

5.3.4 Surface radiance

The magnitude of the reflected and emitted radiance at the surface is determined by
the conservation ol energy. such that:

Ln

Pty +71o=1.0 (5.7)

where p. a. and 7 represent reflectance. absorption, and transmission, respectively.
For opaque objects (7= 0.0). o is equivalent to the emissivity (zy) ol the ohject.
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Figure 5.4. The spatial distribution of simulated adjacent-terrain irradiance (£\) over the
Nanga Parbat Massif (2.150 km?) in the necar-infrared region of the spectrum (0.79-
0.89 um). Hemispherical analysis of the adjacent terrain was performed over a [ km radius
for each pixel. Grey tones represent the relative magnitude ol E' values, with relatively higher
irradiance associated with V-shaped valleys cut by incising rivers. DEM error is responsible
for the random point distribution of irradiance. The image size is ~ 40 x 30 km. and north is
toward the top of the page.

which describes how well the object radiates ener
an be represented as:

ay. Therefore, spectral reflectance
.‘"1(\

= — 5.8
£y B (3.8)

where M, represents the spectral exitance at the surface given the conversion of
incident flux to thermal energy as determined by n. The reflected radiance can be
computed as follows:

E
L.\ = 2\ —A (59:
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where £, is the upward radiance from the landscape. Equation (5.9) represents the
Lambertian reflectance assumption. We know, however. that this assumption is not
valid in alpine environments due to the topography and biophysical characteristics
of the landscape (Smith et al., 1980: Kimes and Kirchner. 1981; Hugli and Frei. 1983:
Hall et al., 1988: Dozier, 1989: Aniya et al., 1996: Greuell and de Ruyter de Wildt.
1999).

Similarly, in the thermal region of the spectrum the emitted radiance can be

represented as follows:
M(T
1‘\_:.,-\(-"_{ )> (5.10)

Scientists usually assume that emissivity or temperature (T) is spatially constant.
although it is known that emissivity can vary with wavelength and temperature. In
addition, spectral emissivity is generally not well known and can be highly variable
over the land surface (Thorne et al.. 1998).

Given the complex nature of radiation transfer in mountain environments. a
considerable amount of research is ongoing to characterize the bidirectional reflec-
tance distribution function (BRDF), which describes the magnitude of reflectance
for all combinations of input-output angles. For example, Greuell and de Ruyter de
Wildt (1999) measured numerous BRDFs for melting glacier ice in Switzerland.
They found that all BRDFs exhibited similar patterns and that the amount of
anisotropy increased with an increase in wavelength. with increasing solar zenith
angle. and decreasing albedo. Other researchers have investigated alpine snow and
vegelation canopies (Dozier, 1989: Jacquemoud et al.. 2000). Unfortunately, the
BRDF 1s very difficult to measure accurately, especially on inclined surfaces. and
more research is required to understand the interactions between bidirectional reflec-
tance, topography, and land cover conditions.

The upwelling surface radiance will then be altered by the atmosphere. Much
research has documented the multiplicative and additive influences of the atmo-
sphere. as attenuation and additive path radiance dictates the irradiance recorded
by a sensor (Kawata et al.. 1988: Chavez. 1989, 1996; Thorne et al.. 1998). This
complexity dictates that special emphasis be given to radiometric calibration of
satellite data before it can be utilized.

5.4 RADIOMETRIC CALIBRATION

Given a variety of application objectives. it is essential that satellite imagery be
accurately radiometrically calibrated so that multispectral and multitemporal data
can be used effectively. Unfortunately. unlike geometric calibration. accurate
radiometric calibration of satellite imagery is problematic due to complex surface-
atmosphere interactions (Kimes and Kirchner, 1981; Chavez. 1989: Thorne et al..
1998). In general. radiometric calibration involves:

e conversion of image digital numbers (DNs) to at-satellite radiance values:
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e atmospheric correction to remove the influence of atmospheric attenuation and
additive path radiance;

e anisotropic-reflectance correction to modify radiance values to account for
bidirectional reflectance caused by topography and land cover.

A DN-to-radiance conversion represents a linear transformation that is applied to
every pixel. The transformation makes use of pre-launch or post-launch calibration
coeflicients and removes the gain and offset effects introduced by the sensor. For
example. Chavez (1996) used the relationship LY = DN, — o)/ ey, to transform DNs
of Landsat’s Thematic Mapper (TM) to at-satellite radiance, where o, and o,
represent the system offset and gain effects of the sensor, respectively. For SPOT-
! HRV data the relation between spectral radiance and DNs is DN, = a, L. where
L is the SPOT equivalent radiance and a, 1s an absolute calibration coefficient
(Yang and Vidal, 1990). Other satellite sensors have similar linear transformations
that convert digital numbers to at-satellite radiance based on the gain settings of the
sensor. This initial calibration procedure is necessary in quantitative studies as
spectral characteristics can be significantly distorted by system gain and offset
conditions (Chavez, 1996).

Atmospheric correction

At-satellite radiance (L) values require further modification to account for the
influence of the atmosphere. Specifically, the additive effects and attenuation can
significantly influence results involving estimation of surface parameters (reflectance
and albedo). signature extension., classification of spectral signature, change
detection, and comparisons between sensors (Chavez, 1989, 1996: Conese et al..
1993a).

Numerous atmospheric correction models for images have been developed for
remote-sensing applications, and they enable the estimation of surface radiance (L,).
such that:

Ly= (LY~ LY)/7)(68)

where L/ represents the additive path-radiance component caused by the scattering
of the direct beam component into the sensor field of view. 7| is the beam transmit-
tance of the atmosphere in the upward direction. and #, is the view angle of the
sensor. The atmospheric transmission is a function of the molecular optical thickness
(7,,). ozone optical thickness (7,), aerosol optical thickness (7). and moisture optical
thickness (7.0) (Igbal. 1983: Conese et al., 1993b). For a horizontal surface and
nadir viewing, transmission can be approximated by Tl = exp(—7, — Ty — 7).

Accurate estimates of LY and 7, require knowledge of the state of the atmo-
sphere at the time of image acquisition. This information is generally not available
and has prompted researchers to take different approaches in estimating atmospheric
parameters. In general, they include:

e Sky reflectance method. 7n sirn measurements are recorded by a radiometer
which records the sky irradiance at the time of acquisition.
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¢ Sutellite imagery method. This approach uses satellite data from sensors like the
MISR and MODIS for estimating atmospheric parameters (Thorne et al.. 1998).
This requires that additional satellite data be acquired for the same arca and
time.

e Atmospheric correction models. Complex atmospheric models are used (o
estimate the influence of scattering and absorption for atmospheric correction
(Chavez. 1996: Richter. 1997: Vermote et al.. 1997). Some models. for example.
make use of standard atmospheres and look-up tables to permit atmospheric
correction.

¢ Dark object subtraction methods. Empirical techniques have been used to
estimate L to receive a first-order approximation to almospheric correction
(Chavez. 1988, 1989).

Mountain topography significantly influences radiative transfer. such that accurate
atmospheric correction also involves accounting for altitude and first and second-
order topographic paramelters (Dozier, 1989: Proy et al., 1989). For mountains that
exhibit extreme relief. optical depth variations must be considered and dark object
subtraction methods may not produce reasonable results,

Anisotropic reflectance correction

Earth scientists working in mountains must correct for the influence of topography
on spectral response. The literature refers to this as the removal or reduction of the
topographic effect in satellite imagery. although it is also dircetly related to atmo-
spheric corrections. Radiometric calibration to accomplish this is generally referred
Lo as topographic normalization (¢.g.. Civeo. 1989: Colby. 1991: Conese et al.. 1993b).
The nature of the problem. however, is extremely complex. as at-satellite
radiance is governed by radiative transfer interactions between atmosphere. topog-
raphy. land cover spatial structure. and biophysical propertics (Proy et al.. 1959;
Yang and Vidal. 1990). Consequently. the problem is one of anisetropic-rellectance
correction (ARC). as all of the aforementioned environmental factors dictate the
characteristics of the BRDF and the magnitude of the radiance recorded by the
sensor. From an applications point of view. ARC is required to accurately map
mountain landscapes and estimate important biophysical parameters.
Research into ARC has been ongoing for about 20 vears. To date. an opera-
tional model or procedure to meet the needs of Earth scientists has vet o emerge,
although progress is being made. In general. scientists have taken a variety of
approaches to reduce spectral variability caused by topography. These approaches
include:
e  Spectral feature extraction. Various techniques are applied to the original images
and new spectral feature images are used for subsequent analysis. This includes
the integration of DEMs into empirical analysis procedures,
Empirical modeling. Empirical equations are developed by characterizing reflec-
tance and topography relationships within a particular scene, Normalizing
equations are typically generated using regression analysis,
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e Semi-empirical modeling. The influence of topography on spectral response is
physically modeled using topographic parameters. and cos is generally consid-
ered to be proportional to EY.

e Physical radiative transfer models. Various components of the radiative transfer
process are modeled.

The different approaches have their advantages and disadvantages with respect to
ARC. computation, radiometric accuracy, and application suitability. Spectral
feature extraction and the use of spectral band ratios and principal components
analysis (PCA) have been adopted by a variety of investigators (Holben and
Justice, 1981; Conese et al., 1993¢c: Ekstrand. 1996). Research indicates that
spectral band ratioing and PCA can be used to produce spectral features that
reduce the influence of the topographic effect. The limitations of this approach are
in the empirical nature of the results such that they are scene-dependent. Further-
more, there are radiometric and technical issues that must be considered.

For example, spectral band ratioing has been found to reduce the topographic
effect (Kowalik et al., 1983; Ekstrand. 1996). It is important, however, to acceunt for
such atmospheric effects as the additive path-radiance term before ratioing (Kowalik
et al., 1983). This dictates that DN values must be converted to radiance and that
atmospheric correction procedures account for optical depth variations. Only in this
way can a reasonable first-order approximation to atmospheric correction be
obtained in extreme reliel areas. In addition, information may be lost in areas
where cast shadows are present.

One might also expect that ratioing using visible bands may not be effective due
to the influence of the atmosphere. Ekstrand (1996) found this to be the case and
indicated that the blue and green spectral bands of TM data should not be used in
ratios to remove the topographic effect. Therefore, depending on topographic con-
ditions and time of image acquisition, spectral ratioing and PCA may or may not be
useful for thematic mapping. For biophysical remote-sensing applications, however,
ratioing and PCA do not address the problem.

A number of investigations have attempted to reduce the topographic effect by
accounting for the nature of surface reflectance (Lambertian or non-Lambertian)
and the local topographic conditions (e.g.. Colby., 1991; Ekstrand, 1996; Colby and
Keating, 1998). Semi-empirical approaches make use of a DEM to account for the
local illumination conditions for each pixel and may assume isotropic upward
radiance. Given this assumption, the cosine law correction can be used as follows:

L

n A

L'\ = T
COS1t

ﬁ
N
(B

where L represents the normalized radiance. L, represents the surface radiance, and
cos i 1s defined by equation (5.2).

Research findings indicate that this approach may produce reasonable results for
terrain where slope angles and solar zenith angles are relatively low (Smith et al..
1980), although numerous investigators have found that this approach does not
work well in more complex topography as overcorrection occurs (Figure 5.5).
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Figure 5.5, SPOT-3 HRV NIR image of Nanga Parbat after topographic normalization using
the cosine correction method. High radiance values are found throughout the image (light
gray tones) at all altitudes where steep slopes reduce direct solar irradiance, and contributions
from diftuse skvlight and adjacent terrain irradiance are not accounted for. The image size 1s
~ 30 40 km. and north is toward the top of the page.

producing an inverse topographic effect (Civeo. 1989: Bishop and Colby. 2002). This
result can be attributed to not accounting for the diffuse-skylight and adjacent-
terrain irradiance components. which can significantly affect surface radiance
(Proy et al.. 1989). Consequently. many investigators have turned to the Minnaert
correction procedure, which assumes anisotropic reflectance.

The Minnaert correction procedure has been used by a variety of investigators to
reduce the topographic effect in imagery (e.g.. Colby. 1991: Ekstrand. 1996: Bishop
et al.. 1998b: Colby and Keating, 1998). The correction procedure makes use of the
Minnaert constant &, such that:

| i8] A -
LY = L,(cos v)/{cos i cos* ) (5.13)
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where L is normalized radiance. L, is surface radiance, and ¢ is exitance angle
(¢ = 4, for nadir viewing). As shown here. k represents a globally-derived dimension-
less coefficient that is wavelength-dependent and ranges from 0.0 to 1.0, It is
empirically calculated using least-squares regression on the variables v and 1.
where v =log(cosicose) and v =log(Lycose). The slope of the regression
equation represents A. The correction procedure defaults to the Lambertian assump-
tion when k = 1.0.

Although this procedure reduces the topographic effect in imagery, the use of
one globally-derived &k value does not characterize the variability of anistropy caused
by topography and land cover in complex environments (Bishop and Colby. 2002).
Ekstrand (1996) found the use of one fixed & value to be inadequate in a study in
southwestern Sweden, and initial studies indicated that a unique & value may be
needed for each land cover class (Estes, 1983). Colby (1991) and Colby and Keating
(1998) indicated that locally derived & values might address this problem.

In the western Himalaya, Bishop and Colby (2002) compared methods and
implementations of the Minnaert correction procedure. They demonstrated that
usable globally-derived and locally-derived & values are difficult to compute given
the complexity of land cover conditions in alpine environments. They also found
overcorrected normalized radiance values at the base of steep slopes. where the direct
irradiance component does not accurately represent the magnitude of the surface
irradiance (Figure 5.6). It is important to note that ARC procedures can alter the
spatially dependent variance structure of satellite imagery (Bishop and Colby. 2002).
Consequently, the visual appearance ol reduced spectral variation does not mean
that the scene has been accurately radiometrically calibrated. These findings indicate
that the Minnaert correction procedure has the potential to be used to address this
problem. although software to compute accurate & values is generally not available
and the other trradiance components may need to be included in the analysis.

This has prompted many scientists to develop and evaluate empirical corrections
that are based on the relationship between at-satellite or surface radiance and the
topography. For example, Civeo (1989) used a two-stage approach to reduce the
topographic effect in Lane/sar TM data. The first stage was based on statisties from
an illumination model, while the second stage utilized an empirical calibration
coeflicient to alter first-stage results. Others have evaluated the use of correction
coeflicients for altering the Minnaert constant (Teillet et al.. 1982; Meyer et al.,
1993). These and other empirical approaches have helped Earth scientists receive
acceptable results for various applications given scene characteristics. It should be
noted. however. that empirical procedures are not suitable for operational ARC,
which will be increasingly needed for planetary geoscience projects.

The ideal situation 1s to develop physical radiative transfer models that account
for multiple interactions at altitude. Such models at the appropriate scale are not
available, as accurate parameter estimates are not available. and this would require a
significant amount of computational resources (Hugli and Fret. 1983: Yang and
Vidal. 1990). Progress has been made in modeling various compenents of the
transfer process (e.g., Proy et al.. 1989; Vermote et al.. 1997), although modeling
software that integrates satellite imagery is not readily available. More research and




164 R L’mntu«sensing seie

nee and technology for studying mount

ain environments [Ch. 3

o
%

Figure 5.6, SPO7T-3 HRYV NIR image of Nanga Parbat after topographic norm

and multple & values. These v
basis of land-cover stratification. Spectral variance is dram
original NIR image. although overcorrection occurred
tones). The image size is ~30 « 40 ki,

alization using
alues were computed on (he
atically reduced compared with he

the Minnuert correction method

at the base of steep slopes (

light grey
and north is toward the tog

D of the page,

software development js required to determine what leve] of simplific
Lo gencerate reasonable ARC results. Furthermore, fiel
acterize the nature of the BRDF for a

ation is needed
d research is required to char-
Ipine land-cover clusses.

5.5 GEOMETRIC CAL]J BRATION

Itis especially Important to red
imagery as a result of sensor
Earth. Much progress has b
concerned with repositionin

uce the spatial distortions thyt are

inherent in satellite
geometry, orbital geometry, and

the topography of the
cen made in geometric calibration,

g pixel locations in the Image arr
correction involves three steps w

which is primarily
ay to a known reference

grid. In general, seometric hich involve:



ronments (Ch. 3

ic normalization using
vere computed on the
ed compared with the
teep slopes (light grey
‘he puge.

plification is needed
is required to char-

inherent in satellite
> lopography of the
which is primarily
y a known reference
involve:

Sec. 5.6] Remote-sensing applications 165

e Sclection of a suitable mathematical distortion model. This is usually some type
of polynomial function.

e Coordinate transformation. Pixel locations are altered by image rotation, and
pixel array coordinates are transformed to a coordinate system.

e Spatial interpelation. Interpolated pixel values are generated because of image
rotation. Standard interpolation algorithms include nearest neighbor. bilinear.
and cubic convolution.

Numerous terms are frequently used to refer to geometric corrections, although these
terms have specific meanings. For example. rectification refers to the alignment of an
image to a planimetric map, while registration refers to the alignment of an image to
another image, so that two pixels in the same location refer to one location on the
Earth surface. Registration and rectification are important for comparing multi-
temporal data and verifying information extraction results, as land cover classifica-
tions and estimates of surface biophysical properties must often be compared with
reference data collected in the field.

For mountain applications it is important to note that topography can introduce
significant spatial distortions in the imagery, and orthorectification is required so
that topographic distortion is removed on a pixel by pixel basis (Bishop et al..
1998b). Orthorectification requires the use of a DEM so that each pixel location
can be corrected for relief displacement. The procedure requires the selection of
ground control points (GCPs) to constrain the polynomial coeflicients.

The objective 15 to identify pixels that are associated with static objects that do
not change over time. These pixels must have corresponding GCPs so that pixel
coordinates can be transformed to planimetric coordinates. Image sampling and
the collection of GCPs should account for geographic and topographic variability.
Orthorectification can be difficult in mountain environments as large-scale topo-
graphic maps and/or DEMs are not always available. Similarly, identifying quality
control points is problematic due to the dynamic nature of mountain environments.
For example, in the western Himalaya, monsoon precipitation, glaciation, frequent
mass movements, and catastrophic flooding rapidly alter the land cover and topo-
graphic characteristics over various timescales, making it dillicult to identify static
features. As a result, obtaining a reliable, large sample size can be difficult. The best
features are houses. road intersections. and abrupt directional changes in highly
reflective trails. With the advent ol global positioning system (GPS) technology
and GPS receivers, GCPs can be easily collected in the field for planimetric
control (e.g.. Kardoulas et al., 1996: Gao, 2001).

5.6 REMOTE-SENSING APPLICATIONS

We have a limited understanding of the processes and interactions that govern the
complexity of mountain environments (Molnar and England, 1990, Beniston. 1994;
Shroder and Bishop, 1998). Major issues include atmosphere-landscape interactions
and climate change (Barry, 1994), estimating rates of surface process (Harbor and
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Warburton, 1992: Howard. 1996). topographic evolution and reliel” prod
(Burbank et al.. 1996 Brozovik et al.. 1997; Small, 1999- Whipple et al.. 1999:
Bishop et al.. 2002), ecological change (Halpin. 1994; Korner, 1994: Tappeiner et
al.. 2001). landscape stability and alpine hazards (Shroder, 1989; Bebi et al.. 200] ).
and surface hydrology and water resources (Reinking. 1995: Colby, 2001). Research
on these topics is beginning to provide insights on the operational scale of'y
and feedback mechanisms. although special emphasis has been focused on
forcing factors.

Only recently have scientists begun o
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1993). simulations of topographic evolution (Koons, 1995), and models of basin
runoff and discharge (Gao et al., 1993: Colby. 2001).

5.6.1 Alpine glaciation

High-latitude and mountain environments are known for their complexity and sensi-
tivity to climate change (Beniston. 1994; Mysak et al., 1996; Meier and Dyurgerov.
2002). In addition to the continental ice masses. several mountain regions have been
identified as “critical regions™ and include Alaska. Patagonia, and the Hmmlqyu
(Haeberli, 1998; Meier and Dyurgerov. 2002). Although smaller in extent. alpine
glaciers are thought to be very sensitive to climate forcing due to the altitude range
and/or variability in debris cover (Nakawo et al.. 1997). Furthermore. such high-
altitude geodynamic systems are considered to be the direct result of climate
forcing (Molnar and England, 1990: Bishop et al., 2002), although climatic versus
tectonic causation is still being debated (e.g.. Raymo et al., 1988: Raymo un‘d
Ruddiman, 1992). Central to various geological and glaciological arguments is
obtaining a fundamental understanding of the feedbacks between climate forqng
and glacier response (Hallet et al., 1996; Dyurgerov and Meier, 2000). This requires
detailed information about glacier distribution and ice volumes. annual mass
balances, regional mass-balance trends, and landscape factors that Comrol
ablation. Froma practical point of view, the extremely rapidly changing glaciological.
geomorphological, and hydrological conditions in the cryosphere present to many
regions of the world a “looming crisis™ in terms ol a decreasing water supply.
increased hazard potential, and in some instances geopolitical destabilization. ~

McClung and Armstrong (1993) have indicated that detailed studies of a few
well-monitored glaciers do not permit characterization of regional mass bulgnce
trends. the advance/retreat behavior of glaciers. or global extrapolation. Given
our current rate of collecting glacier information, it is expected that far too many
glaciers will be entirely gone before we can measure and understand them. T_hlb
time-sensitive issue requires us to acquire global and regional coverage of glllCiCI‘S
via satellite imagery before they disappear. As time is of the essence. a certain le.\'el
of automation is required, although numerous challenges remain regarding
image-based information extraction and validation. Consequently, an intcgm.[ed
approach to studying the cryosphere must be accomplished using remote sensing
and GIS investigations to improve our understanding of climate forcing and glacier
fluctuations (Haeberli et al., 1998).

Remote sensing of glaciers is increasingly being utilized for scientific studies. us
the improved spatial. spectral, and radiometric resolutions of sensors ;11_1d GIT
permit assessment of a variety of glaciological parameters. Sa[@lm’c imagery
provides important spatio-temporal information regarding the dl:s'gnbuu‘:.m‘ of
primary types of matter and the characteristics of alpine glaciers. Specifically. mForw
mation about glacial extent, debris loads, ablation. ice velocity, and transient
snowline can be assessed. Quantitative and thematic information can be used for
inventory, change detection, and process-based studies. For example. J\Piyu ct al.
(1996) did an inventory of outlet glaciers of the southern Patagonia Icefield. They
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extracted 11 parameters related to glacier morphology
methods used produced results comparable with results
maps. In addition, quantitative assessment of physical
velocity vectors, permit better understandings of glacier-
mass balance, ice deformation, and erosion (Figure 5.7).

Research continues to evaluate data from sensor systems and the evaluation of
information extraction techniques/approaches. These studies include alpine snow
mapping (Dozier and Marks, 1987; Haefner et al
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Figure 5.8. DEM generated using ASTER data in complex topography. This ASTER false-
color composite (grayscale depiction) of the Hindu Kush in northwestern Pakistan and
Afghanistan depicts the rugged terrain (left). The DEM (right) depicts high-frequency
topography variation that is needed for geomorphometry, ARC. and glacier mapping. The
scene i1s ~ 60 x 60 km.,

supraglacial features (Bishop et al.. 1995, 1998a, 1999). and mapping of glacier ice
and snow facies (Hall et al., 1988; Williams et al.. 1991). This work has been
requently concerned with accurate delineation of glaciers and comparison of
satellite-derived surface reflectance with in sire measurements. Results from these
and other studies have indicated that high-resolution spectral data and topographic
information are required for assessing present day glacierization and past glaciation
(Hall et al., 1989; Brozovik et al., 1997; Bishop et al.. 2001).

Satellite-derived topographic information is critical for geomorphological and
glaciological studies. For example, the ASTER sensor aboard Terra provides DEM
generation capabilities for full scenes (60 x 60 km). Standardized photogrammetric
procedures can be used to produce reasonably high-quality DEMs over large areas.
However, numerous DEM generation methodological problems exist (Figure 3.8).
DEMs are required for geomorphometric analvsis and characterization of the
terrain, orthorectification of satellite imagery to remove spatial and relief distortion,
ARC to remove atmospheric and topographic effects. numerical modeling of surface
processes, and glacier morphometric mapping.

Multispectral analysis of debris-covered glaciers, which are characteristic of
many regions ol the world, still represents a significant remote-sensing problem
that has not been thoroughly investigated (Bishop et al., 1993, 1998a, 1999, 2001).
Similarly, there is a paucity of quantitative, remote-sensing studies designed to
examine and characterize supraglacial characteristics. Consequently, a comprehen-
sive appreach to information extraction and glaciological characterization of glaciers
from space 1s sorely needed.

Bishop et al. (2001) discussed the importance of characterizing the hierarchical
nature of mountain topography as it relates to surface processes and glacier
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Figure 5.9. Geomorphometric parameters and object-oriented glacier mapping for the Raikol
Glacier at Nanga Parbat. The mmages from left to right are: (1) slope angle map; (2) profile
curvature map: (3) tangential curvature map; (4) automated. glacier delineation map. Geo-
morphometric parameters can be used to delineate debris-covered gluciers, and the mapping
model does a good job in identifying und delineating the majority of the ablation zone.
Problem segments of the glacier can be addressed using advanced 3-I spatial analvsis. The
scene is ~6 x 8 km.

mapping. They also demonstrated the ability to recognize and characterize process-
form relationships and were able to accurately delineate and map alpine glaciers
using a satellite-derived DEM. The hierarchical modeling of topography is an
important step in understanding topographic foreing on surface processes and in
identifving the operational scale ol glaciation on the landscape (Bishop et al.. 2001).
They used geomorphometric analysis and object-oriented spatial analysis to generate
morphometric and. potentially. morphogenetic information. The mapping mode]
worked very well for complex debris-covered glaciers in the Himalaya (Figure 5.9).

Assessing and mapping glaciers from space using traditional approaches will
permit the production of baseline information that allows change detection
studies. The use of various techniques and brute-force classification algorithms,
however, do not produce consistently high-quality results (Bishop et al., 1999).
and production of quality information commonly requires significant pre-analysis
steps and « priori knowledge of the study area. Consequently, new technologies and
approaches must be pursued. although results must be validated by data collected in
the field.

Diagnostic capabilities should become feasible when detailed spectral and spatial
information are integrated into physical models that characterize process-form rela-
tionships. Topographic evolution, climate. solar radiation transfer, and surface
encrgy-budget simulations which make use of DEMs. satellite imagery, and
satellite-derived thematic and biophysical information should provide additional
insights into glacier processes. climate change, and the geodynamics of mountain
building. Integrative research involving GlScience, geomorphology, and glaciology
is required to permit assessment ol alpine landscapes using geomorphological,
material/properties, and surface process information. Such 2 systemalic approach
to characterizing glaciers from space will permit regional mass-balance trends to be
more reliably determined, so that global analyses and understandings of the Earth's
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icemass fluctuations will be based on high-quality information. not just static spatial
snapshots through time.

5.6.2 Landscape ecology

The use of remote sensing in landscape ecology is becoming ever-more extensive
(e.g., Greegor, 1986: Hall et al., 1988; Nellis and Briggs. 1989: Turner and
Gardner. 1991; Metzger and Muller, 1996). although there is a paucity of remote-
sensing research in mountain ecosystems using thermal infrared (TIR) remote-
sensing data for the study of landscape processes. The primary use of TIR data in
mountainous regions has been for mapping of geologic formations (Hook et al..
1992: Crowley and Hook. 1996: Schmugge et al., 1998). Despite the difficultics of
working in mountain environments, the potential is high for use of TIR remote-
sensing data to provide important new information in the analysis and modeling of
landscape ecological phenomena (Graetz. 1990: Luvall and Holbo. 1991: Quattrochi
and Pelletier. 1991; Norman et al.. 1995).

TIR remote-sensing data are particularly useful for understanding the fluxes and
redistribution of materials among landscape elements (Risser et al.. 1984). Thus. the
observation. measurement, and analysis of thermal fluxes, as they contribute to
energy balance characteristics. is an implicit and important aspect of landscape
dynamics and landscape functioning in mountain terrain.

We provide examples of both airborne and spaceborne TIR data in studying the
landscape characteristics in mountainous areas. Moreover., NASA's EOS Terra
satellite platform offers a number of new remote-sensing systems that have
improved spatial resolutions and better calibrated TIR data (see Table 5.1).

Airborne thermal remote sensing

Much of the initial and ongoing research in thermal remote sensing in mountain
terrain was done using airborne instruments. Airborne sensors are typically config-
ured to closely match the spectral characteristics of either current or planned future
satellite systems. They provide valuable research data sets for the development of
algorithms for radiometric calibration and image analysis of satellite data. Many of
these instruments are similar to the Advanced Thermal and Land Applications
Sensor (ATLAS). ATLAS is a 15-channel airborne sensor that incorporates the
bandwidth range of TM. with additional bands in the mid-reflective infrared and
TIR range. ATLAS can collect multiresolution (2-25m) data. All of the channels
have onboard calibration. which permits verification of radiometry on an ongoing
basis. Visible channel calibration is provided by an onboard integrating sphere.
Calibration of the thermal channel is provided by onboard blackbodies.

The ATLAS sensor is particularly attractive for data collection in mountain
areas for several reasons. All bands share the same spatial resolution. This permits
direct comparison ol radiometry across all channels. In addition, the sensor has
superior spectral resolution within the TIR channels. These offer the potential to
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make accurate measurements of thermal responses for difTerent landscape character-
istics and their corresponding land -atmosphere interactions over small wavelength
regions. The data from an onboard GPS system can be combined with DEMs
through an automated georectification process to account for terrain effects.

TIR atmospheric corvection and calibration

As discussed in Section 5.4 the atmosphere has considerable impact on the amount
ol thermal radiation emitted from the Earth's surface and that measured by an
airborne or satellite remote-sensing svstem. As TIR radiation passes through the
atmosphere. it is attenuated by the processes ol scattering and absorption. In the
TIR portion of the electromagnetic spectrum. absorption of radiation by gas
molecules is of more significance than is scattering. Strong absorption by water
vapor and carbon dioxide molecules restricts atmospheric transmission of TIR
radiation to two “windows™, one at 3-5pm and a larger one at 8 [4pm. The §
4 pm region of the spectrum 1s of particular interest in TIR remole sensing because
it contains the peak energy emissions for most Earth surface features (ie., at
approximately 9.7 um). Thus most thermal remote sensing is performed within this
region of the electromagnetic spectrum.

Although TIR remote sensing utilizes the two atmospheric windows noted
above. the intervening atmosphere between the Earth's surface and the sensor
alters spectral response and, if left uncorrected, may bias estimates of surface tem-
perature. Gases and suspended particles in the atmosphere absorb radiation emitted
by targets on the eround. and this radiation is re-emitted back into the atmosphere.

The measurement and modeling of the atmospheric correction needed to
produce calibrated data sets from ATLAS are extremely complex procedures.
Thev require direct measurements of the atmospheric extinction coeflicients that
are a function of wavelength. Calibration of the ATLAS instrument is also
required. MODTRAN4 was used to model the atmospheric radiance and transmit-
tance using input from radiosonde data and shadow band radiometers (Berk et al..
1999).

Surface energy budget

Surface temperature is & major component of the surface energy budget. Knowledge
of it is important in any attempt to describe the radiative and mass fluxes that occur
at the surface. Use of energy terms in modeling surface energy budgets allows the
direct comparison of various land surfaces encountered in a landscape. from
vegetated (forest and herbaceous) to nonvegetated (bare seil, roads, and buildings)
(Oke, 1987). The partitioning of energy-budget terms depends on the surface type. In
natural landscapes the partitioning is dependent on canopy biomass. leaf area index.
acrodynamic roughness, and moisture status. all ol which are influenced by the
development stage of the ecosystem.
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. - = ~ .
The net all-wave, radiation balance (W m ) of landscape canopies can be deter-
mined following Oke (1987). Net solar radiation (K7), is given by:

K*=(1.0-a)k! (5.14)

where «v is the hemispherical albedo that represents the ratio of the radiant flux to the
irradiance, and K' is the irradiance.
The long-wave energy emitted from a surface (L') is dependent on surface
temperature such that:
L' =ofei] (5.15)

where ¢ is the emissivity, o is the Stefan-Boltzmann constant (5.7 x 10 ¥Wm™!
4 o
K 7). and T is the land surface temperature (K).
The net long-wave radiation at the surface (L") is given by:

Lr=r'—' (5.16)

where L* is long-wave radiation from the atmosphere. Therefore, the net all-wave
radiation (R,) can be given as:

R,=K*'+1 (5.17)

Net radiation is a particularly useful term because, under most conditions, it repre-
sents the total amount of energy available to the land surface for partitioning into
nonradiative processes (mass heating, biological synthesis, etc.) at the surface. It is
the amount of energy the system holds on to and degrades. In vegetated areas the
amount of net radiation is dependent on vegetation type and varies with canopy leaf
area and structure,

Net radiation may be expressed as the sum of these nonradiative fluxes:

R,=XE4+H 4G (5.18)

where H is the sensible heat flux, A is the latent heat of vaporization of water, E is the
transpiration flux, and G is the energy flux into or out of storage (both canopy and
soil).

The partitioning of AE, . and G is also dependent on the make-up of the
surface. Both the physiological control of moisture loss (stomatal resistance) and
leafjcanopy morphology for vegetation determines how R, is partitioned among AL,
H,and G.

The Penman-Monteith equation (Monteith, 1973) can be used to illustrate these
factors. It combines those environmental factors and plant factors that are important
in determining AE:

1 p([("fiD
S(R, — G)+ T
A — (5.19)

where s is the slope of the saturation vapor—pressure relationship, p, is the density of
air, C, is the specific heat of air, D is the vapor-density deficit of the air, v is the
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psychrometric constant, R, is acrodynamic resistance. and R, 1s canopy resistance
(stomatal resistance/leaf area index). To solve for surfuce temperature 7.:

Ry

T, =T,+="(R,— AE) (5.20)

-~
where 7, is air temperature, and Ry is boundary layer (aerodynamic) resistance. The
remotely sensed data obtained from the ATLAS sensor allows the measurement of
imporl'mt terms in radiative surface energy budget: K' (reflected solar radiation)
and L' on a landscape scale in mountain terrain. When combined with output from

MODTRAN4 atmospheric-radiance models. the remaining terms K and R, can be
determined (Berk et al., 1999).

Forest cunopy temperature

The spatial variation of canopy temperatures across the landscape de epicts a complex
pattern. Diflerential illumination due to topography can produce significant spatial
variation of canopy temperatures, even in single-species canopies of uniform age and
structure. The variability in illumination and differences in surface albedo are illus-
trated in Figure 5.10 (see color plates) using an image derived from 10m ATLAS
data flown over Salt Lake City and the Wasatch Mountains. The resulting surface
temperatures in the thermal map of the same area (Figure 5.11, sce color plates) are
dependent on the illumination, vegetation type and cover. and geologic m.llerm].

Thermal remote sensing is useful for assessing the spatial variability of forest
canopy temperature for choosing sites for instrument placement. Forest canopy
temperatures that exhibit a bimodal frequency distribution contain two populations
of canopy temperatures with two different surface energy budgets and would require
two sets of tower-based instruments to sample the canopy.

A good example of the effect of topography on surface energy budgets is given
in Table 5.2. The latent heat flux values estimated from the Thermal Infrared
Multispectral Scanner (TIMS) and Penman-Monteith values determined from
tower-measured fluxes were similar during the mid-day flights. For the morning

Table 5.2. Latent heat fluxes (W m 2) from a white pine canopy at the U.S. Forest Service's
Coweeta Hydrologic Laboratory. NC. determined from remotely sensed surlace temperatures
(Thermal Infrared Multipectral Scanner), needle thermocouple temperatures, and surface
energy budgets.

Time ending 08:25 08:5

3 13:00 13:.23
Penman-Monteith 76 92 467 504
TIMS data 460 296 449 385
Range* 225-601 157436 325600 282489

* The lowest and highest individual pixel temperatures were used [or ev: apotranspiration estimates for
the time period.

Modified from Luvall (1997).
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period. however, the TIMS values were considerably greater than either the
Penman-Monteith or the thermocouple values. Several factors may account for
these differences. For the morning period the canopy temperatures varied spatially
across the canopy around the tower, with the lowest canopy temperatures directly
around the tower. The average latent heat flux (7 = 1.000) was determined from 5-m
pixels surrounding the tower that included nonshaded and much warmer areas of the
canopy. If we examine the latent heat flux calculated from the lowest pixel tempera-
tures they are 157-225 Wm ™, which is much closer to the Penman—Monteith value
of 76 and 92Wm . Portions of the canopy were wet around the tower, but it is
difficult to quantify the partially wet canopy (R,). If we assume the entire canopy
around the tower was wet (R, = 0.0), then the Penman—Monteith values for the time
periods 08 : 25 and 08: 55 become 381 and 528 W m ~=, which are similar to the TIMS
estimates.

Beta index and temperature spatial variation

The average temperature for a forest canopy cannot express the spatial variability.
Holbo and Luvall (1989) have demonstrated. however, that the frequency distribu-
tions of temperatures can be used as a powerful model in differentiation and identi-
fication of the cover types and properties of the land surface. They found that a beta
probability distribution most closely resembles the observed temperature frequency
distributions from forested landscapes. An advantage of using the beta distribution
as a model is that it utilizes pixel frequency distributions directly and no higher order
statistics that magnily measurement error are used. They developed a beta index by
which these forested landscapes could be classified.

The beta index measures the spatial variability of temperature within an
ecosystem. As ecosystems develop, nonequilibrium thermodynamic theory suggests
that they would tend toward internal equilibrium. Therefore, we would expect the
spatial variability of temperature to decrease as an ecosystem develops. Thus a large
beta index should indicate a more developed ecosystem. An example from Holbo
and Luvall (1989) is given in Table 5.3. The observed surface temperature frequency
distribution curves for the five sites were used to develop a beta index. The frequency
distributions were characteristic of each surface. By examining each lrequency dis-
tribution it is apparent that pixels with vegetation are much cooler than those with
bare soil and a mixture of canopy and soil. Sites with a more developed canopy had a
much narrower and uniform temperature distribution. The beta index ranged from a
low of —12.9 for the quarry site to a high of 130.1 for the old-growth Douglas fir
forest site (Table 5.3). The lower beta index value represented surfaces that had little
or no vegetation cover. As the forest canopy became more uniform and developed
the beta index increased.

The change in surface temperature as a function of time is an additional
property that can be measured using thermal remotely sensed data. This may be
done using repeated overflights. Usually, a separation of about 30 minutes results in
a measurable change in surface temperature caused by the change in incoming solar
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Table 5.3. Radiative transfer estimates. surface temperatures derived rom thermal remote-
sensing measurements, beta index. and TRN values (equation 5.21) for several surlace Lypes al
the Andrews Experimental Forest in Oregon. Site identification designators are QUARRY for
quarry, CLRCUT for clearcut: NATREG lor natural regencration. PLANT for plantation,
and MATUREF for old-growth Douglas fir forest.

QUARRY  CLRCUT NUTREG PLANT MATUREF

K™ (Wm™) 718 799 893 854 924
Albedo 0.25 0.22 0.15 0.15 0.8

L™ (WmY) 273 281 124 124 92

R, (Wm ) 445 517 771 730 832

R, /K™ (%) 62 63 86 83 90
T(C) 50.7 518 294 293 24.3
AT (°C) ER 22 1.7 0.8 0.7

Beta parameter a. 5 41. 8 20, 4 55,95 120,200 210. 520
Beta index —129 0.3 17.2 34.4 130.1
TRN (kim—2°C ") 168 406 788 1,631 2063

Modified from Holbo and Luvall (1989) and Luvall and Holbo (1989).

radiation. Their ratio can be used to define the surface property that Luvall and
Holbo (1989) called a Thermal Response Number (TRN), such that:

_ ; R, dr .
TRN = AT (5.21)
where R, is total net radiation and A7 is the change in surface temperature for time
period ¢ to 5.

The TRN provides an analytical framework for studying the effects of surface
thermal response for large spatial resolution map scales that can be agaregated for
input to smaller scales, as needed by climate models. The importance of TRN is that:
(1) it is a functional classifier of land cover types; (2) it provides an initial surface
characterization for input to various climate models; (3) it is a physically based
measurement: (4) it can be determined completely from remotely sensed data; and
(5) itis a scale-independent measurement that can be examined from a pixel by pixel
measurement or for a polygon from a landscape feature which represents a group of
pixels. The TRN can be used as an aggregate expression of both surface properties
(forest canopy structure and biomass, age, and physiological condition; urban struc-
tures and material types) and environmental energy fluxes.

The TRN has been used previously in Douglas fir forests in the Pacific
Northwest to assess differences in canopy structure/biomass due to stand age
(Luvall and Holbo, 1989). Large differences were found among the forest types.
where the TRN ranged from 406kJm™"C~" for a 2-year-old replanted clearcut
10 2,063kIm *°C ! for a 400-year-old Douglas fir forest. The surfaces containing
mostly soil and bare rock exhibited the lowest TRN. whereas forested surfaces
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Figure 5.12. Scatterplot of ATLAS thermal channels 13 and 12 which shows emissivily
variation with wavelength. Emissivity differences for Salt Lake City flight 5.71.

exhibited the highest values. Results indicate that the TRN derived from average
surface temperatures and radiation balance estimates is a site-specific surface
property that can discriminate among various types of coniferous forest stands.
Most of the early work in mountain terrain using thermal data is based on the
use of multispectral thermal data collected from aircraft to map geological forma-
tions (Kahle et al., 1980; Hook et al., 1992). The use of multispectral thermal data is
critical because some geological materials do not exhibit a uniform emissivity across
the thermal spectrum. The effect of emissivity changes of the surface can be illus-
trated by plotting two ATLAS thermal channels, 12 and 13, from a single flightline
over the eastern edge of Salt Lake City and the Wasatch Mountains (Figure 5.12). A
constellation of points that plot along a 45° slope indicate little or no deviation from
an emissivity of 1. Departure from the line defined by spectral grey materials must be
caused by variation in emissivity between channels. Sensor noise causes dispersion
from an ideal line. These emissivity differences, caused by different geological for-
mations, are dramatic, as shown in a false color composite image (ASTER thermal
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mfrared bands 13. 12, and 10) from the Suline Valley area of California (Figure 5.13,
see color plates).

5.7 FUTURE RESEARCH DIRECTIONS

Given the non-Lambertian nature of snow, ice. forest canopies, and other surfaces
(Dozier, 1980: Hall et al.. 1989; Gu and Gillespie. 1998: Greuell and de Ruyter de
Wildt. 1999), more research is required to characterize the BRDF of alpine land-
scapes. The problem is complex, as solar geometry and scale-dependent topographic
cffects control irradiant and radiant flux. In addition. the topography affects other
factors, such as moisture, surface stability. snow accumulation. forest canopy
structure. and other land-surface parameters that affect the BRDF and thermal
radiant flux. Therefore, more research is required to understand and model the
scale-dependent nature of radiation transfer in mountains. New understandings
will have an impact on other environmental models that must include radiative
transfer processes and include surface-parameter estimates generated from satellite
imagery.

Toward this goal. Earth scientists have developed empirical, semi-empirical. and
deterministic models that attempt to address the problem of anisotropic reflectance.
Research has demonstrated that empirical and semi-empirical approaches are often
scene-dependent and will not work over a wide range of topographic and land cover
conditions. On the other hand, deterministic models have a physical basis. but
frequently require in situ measurements at the time of image acquisition. Their use
can be problematic given the limited amount of information on atmospheric and
land surface conditions.

We suggest that the solution to the problem is the development of new ARC
models that have a physical basis and account for the influence of the atmosphere.,
topography, and land cover. A solution dictates finding an acceptable level of
simplification, such that reliable estimates of irradiant and radiant fluxes can be
generated by incorporating satellite imagery and DEMs into physical radiation
transfer models.

For various mountain applications. satellite data have been relied on for
mapping and monitoring. The relationship between spectral response and surface
processes, however, is notoriously complex. Consequently. per pixel analysis and
traditional statistical procedures for pattern recognition do not adequately enable
landform mapping (McDermid and Franklin. 1995). Even forest mapping can be
difficult. and numerous investigators have dey eloped new algorithms to account for
high spectral variability (e.g.. Franklin and Wilson. 1992).

These limitations have been sought to be overcome by the integration of DEMs
into models and analysis procedures (Franklin and Wilson. 1992: McDermid and
Franklin. 1995; Pike and Park. 1995). Progress in this direction has been limited
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because of the issue of scale as it relates to data. spatial analysis, and characterizing
the operational scale over which surface processes and feedback mechanisms
operate (Quattrochi and Goodchild, 1997; Bishop et al., 1998a). Therefore, new
techniques and modeling approaches are required to address geoscience problems
(Small, 1999).

Quattrochi and Goodchild (1997) and Tate and Atkinson (2001) addressed the
problem of scale and provided examples of concepts, geostatistical techniques. and
modeling approaches that can help Earth scientists analyze spatial data. More
research regarding spatial information extraction from satellite imagery and
DEMs is a starting point. Traditional approaches that rely on arbitrarily sized
ground segments (i.e., window size) for calculation of image or terrain texture, or
other first- and second-order topographic parameters, do not address the issue of
scale-dependent features and processes (McDermid and Franklin, 1995; Pike and
Park, 1995). Numerous investigations have indicated that more advanced types of
spatial analysis and modeling will be required to address this most difficult problem
(Davis et al., 1991; McDermid and Franklin, 1995). For example, McDermid and
Franklin (1995) used semivariogram analysis to determine the scale at which to
compute geomorphometric parameters. Bishop et al. (1998a) found that semivario-
gram analysis of imagery could be used for supraglacial geomorphological mapping,
although landform-scale problems limited the approach.

Alpine landscapes are spatially complex, and contextual information extraction
is also required. Contextual information includes direction, distance, connectivity,
and other topological relationships. New developments that include object-oriented
modeling and analysis. and 3-D GISs will enable scientists to explore the
applicability of fuzzy theory and hierarchy theory, and begin to characterize and
model spatial constraints and the complex organization of mountain landscapes.
New spatial algorithms and 3-D spatial-modeling capabilities will enable better
contextual characterization. This will enable advanced spatial medeling and
analysis of the landscape based on physical principles.

More research into object-oriented analysis and modeling is warranted.
Numerous investigators have indicated thal the hierarchical organization of
mountain topography can be modeled using hierarchy theory and object-oriented
modeling (Dikau, 1989; Raper and Livingstone, 1995). Utilization of satellite
imagery and DEMs for landform classification is therefore possible, and modeling
cflorts may provide new insights into process-form relationships and system
dynamics. Furthermore, this approach is well suited for integrating land cover
objects produced from classification of remotely sensed data.

Ultimately, environmental models must incorporate spatial concepts. new data
models. and spatial data to simulate the system dynamics in mountain environments.
This will require the coupling of distinct environmental models so that complex
feedback mechanisms involving climate. tectonic and surface processes can be
studied. Remote-sensing science and GITs play important roles. as they can facilitate
the study of the spatial and temporal dimensions of mountain systems.
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